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Figure 1: Editing Gaussian Splats with Instructions. We propose Instruct-GS2GS, a method for consistent 3D editing of a 3D gaussian
splatting scene using text-based instructions. Our method can perform the same edits as Instruct-NeRF2NeRF [6] while training and
rendering faster.

Abstract

We propose a method for editing 3D Gaussian Splatting
scenes with text-instructions. Our work is based largely off
Instruct-NeRF2NeRF which proposes an iterative dataset
update method to make consistent 3D edits to Neural Ra-
diance Fields given a text instruction. We propose a mod-
ified technique to adapt the editing scheme for 3D gaus-
sian splatting scenes. We demonstrate comparable results
to Instruct-NeRF2NeRF and show that our method can per-
form realistic global text edits on large real-world scenes
and individual subjects. Results videos can be found on our
project page: https://instruct-gs2gs.github.io/

1. Introduction

Recent advances in photo-realistic novel 3D represen-
tations such as Neural Radiance Fields (NeRF) [11] and
3D Gaussian Splatting (3DGS) [9] have given way for a
multitude of works exploring 3D generation, neural 3D re-
construction, and practical applications for these represen-
tations. Editing novel 3D representations like NeRF or
3DGS remains a challenge, and traditional 3D tools are
generally incompatible with these representations. Instruct-
NeRF2NeRF [6] describes a method to semantically edit
NeRFs with text instructions. Instruct-NeRF2NeRF uses a
2D diffusion model, InstructPix2Pix [1], to iteratively edit
the training dataset and update the NeRF simultaneously.
Recently, 3DGS has gained popularity as a representation,
but the Instruct-NeRF2NeRF algorithm cannot be naively
applied to gaussian splatting. While NeRFs offer detailed
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Figure 2: Overview: Our method gradually updates a reconstructed GS scene by updating the full dataset images while training the GS:
(1) an image is rendered from the scene at a training viewpoint, (2) it is edited by InstructPix2Pix given a global text instruction, (3) the
training dataset image is replaced with the edited image, and (4) this process is repeated for all images every 2.5k iterations and the GS
continues training as usual. (Figure adapted from Instruct-NeRF2NeRF)

3D reconstructions, 3DGS has the primary advantage of
real-time rendering speeds, making it a more suitable choice
for integration with game engines, web compatibility, and
virtual reality.

In this paper, we propose Instruct-GS2GS, a method to
edit 3D Gaussian Splatting scenes and objects with global
text instructions. Our method performs edits on a pre-
captured 3DGS scene in a 3D consistent manner, similar
to Instruct-NeRF2NeRF, while also having a much faster
training and inference speed. Our method adapts the itera-
tive dataset update approach from Instruct-NeRF2NeRF to
work effectively for 3DGS. Our method is implemented in
Nerfstudio [17], allowing users to perform edits quickly and
view them in real-time.

2. Related Work

Artistic Stylization and Editing of NeRFs and GS Im-
age stylization techniques have been extended into 3D con-
sistent artistic stylization of NeRFs as demonstrated in
various works [4, 8]. Other global stylization methods
leverage language through CLIP and latent representations
as demonstrated in NeRF-Art [20] and ClipNeRF [19].
While these works perform consistent edits, they are unable
to perform localized edits in specified regions. Instruct-
NeRF2NeRF performs edits to a NeRF from natural lan-
guage instructions and has the ability to perform localized
edits without masks. Concurrent works like GaussianEd-
itor [5, 3] and Gaussian Grouping [22] demonstrate natu-
ral language edits applied on GS, in a similar method to
Instruct-NeRF2NeRF, and explore other methods for local-
izing edits through specifying regions of interest or seg-
mentation. These works also demonstrate methods for
in-painting and object removal through segmentation and
grouping.

Generating 3D Content Recent work demonstrates 2D
text-conditioned diffusion models being used to perform 3D
NeRF generation as shown in DreamFusion [14], as well
as GS generation in DreamGaussians [18]. DreamFusion
proposed the SDS loss, which uses a 2D diffusion model
as a loss function on rendered images from a NeRF. Other
works focus on generating a NeRF from sparse images [21,
25, 10] by synthesizing unseen views. Instead of entirely
generating the scene, our work limits the inconsistency of
2D diffusion models by using a diffusion model which is
conditioned on the original training images, enabling more
realistic edits and generations on a given GS scene.

Instruction as an Editing Interface Recent LLMs [2,
12] offer simple text-based user interfaces for providing
instructions. Other image diffusion models, including
Instruct-Pix2Pix use text interfaces for performing edit in-
structions based on natural language. Instruct-NeRF2NeRF
proposes a text interface for editing NeRFs in a similar man-
ner. Our method also exhibits this simple interface to lower
the barrier of entry to 3D content creation and to improve
usability.

3. Method

Our method takes in a dataset of camera poses and train-
ing images, a trained 3DGS scene, and a user specified
text-prompt instruction, e.g. ”make him a marble statue”.
Instruct-GS2GS constructs the edited GS scene guided by
the text-prompt by applying a 2D text and image condi-
tioned diffusion model, in this case Instruct-Pix2Pix [1],
to all training images over the course of training. Our it-
erative dataset update algorithm edits the entire dataset at
once, trains the GS for 2.5k iterations, and repeats this pro-
cess until it converges on the target edit. This process allows
the GS to have a holistic edit and maintain 3D consistency.
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Figure 3: Qualitative Results: Our method is able to perform a variety of diverse contextual edits on real scenes, including stylistic or
environmental changes, like adjusting the time of day, and even more localized changes that modify only a specific object in the scene.

3.1. Background

Gaussian Splatting 3D Gaussian Splatting [9] is a re-
cent 3D representation visually similar to NeRF, which op-
timizes a scene represented by small 3D gaussians. These
gaussian points represent an RGB color, opacity value, posi-
tion, and a covariance matrix representing its shape. 3DGS
trains and renders faster than NeRF with the help of dif-
ferentiable rasterization, allowing for high fidelity real-time
visualizations. A 3DGS scene, like NeRF, can be generated
given a set of images with corresponding camera poses.

InstructPix2Pix Diffusion models are a class of genera-
tive models that transform a noisy image signal into a target
data distribution by iteratively learning to denoise images
[16, 7]. Instruct-Pix2Pix [1] is a text and image conditioned
latent diffusion model that given an input conditioned im-
age and a text prompt, generates a new edited image which
respects both the original content in the image as well as
the edit strength. The edit intensity and variance of the pre-
dicted image can be controlled by the classifier-free guid-
ance scales.

Instruct-NeRF2NeRF Leveraging Instruct-Pix2Pix to
perform edits on training images, Instruct-NeRF2NeRF [6]
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Figure 4: Guidance Scale: By varying the image guidance and
number of full dataset updates, we can control how much the edit
looks like the original scene. Note that these are renderings from
the edited 3D scenes.

is able to perform 3D consistent edits over a captured NeRF.
This work proposes iterative dataset update where at each
iteration, a randomly chosen set of training images is re-
placed with an edited image from Instruct-Pix2Pix, which
is conditioned on a rendering of the NeRF and the origi-
nal image, ensuring that the edits are 3D consistent and can
iteratively update the scene.

3.2. Instruct-GS2GS

Our method performs edits on a given gaussian splat-
ting scene with its training dataset, based on a user-specified
text-prompt. Over time, our model will converge the global
scene edits closer to the prompt in a 3D consistent way as
shown in Fig. 2. We perform these edits using an update
scheme modified from Instruct-NeRF2NeRF in which all
training dataset images are updated using a diffusion model
individually, for sequential iterations spanning the size of
the training images, every 2.5k training iterations. The ed-
its from the diffusion model are consolidated when training
the GS on the updated images.

Editing a rendered image In our method, we update the
training images individually using a diffusion model. In
particular, Instruct-Pix2Pix which receives a conditioning
image, a user-specified text prompt, and a noisy image in-
put. Our process is similar to Instruct-NeRF2NeRF where
for a given training camera view, we set the original training
image as the conditioning image, the noisy image input as
the NeRF rendered from the camera combined with some
randomly selected noise, and receive an edited image re-
specting the text conditioning. With this method we are able
to propagate the edited changes to the GS scene. We are
able to maintain grounded edits by conditioning Instruct-
Pix2Pix on the original unedited training image.

Dataset Update We perform a modified version of the
iterative dataset update proposed by Instruct-NeRF2NeRF
where instead of iteratively updating a randomly selected
training image, we update the whole dataset at a time. This
is because unlike NeRF, 3DGS does not use rays for train-

ing and we need to render full images, meaning we cannot
have a mixed signal of edited images and un-edited images.
In our method, we edit every single image in the dataset up-
date in a row every 2.5k training iterations. When updating
the entire dataset, every following dataset update takes in
the rendered image as input allowing the diffusion model to
make stronger and more accurate 3D edits over time.

3.3. Implementation details

We use Nerfstudio’s gsplat library [23] for our underly-
ing gaussian splatting model. We adapt similar parameters
for the diffusion model from Instruct-NeRF2NeRF. Among
these are the values for [tmin, tmax] = [0.70, 0.98], which
define the amount of noise (and therefore the amount signal
retained from the original images). We vary the classifier-
free guidance scales per edit and scene, using a range of
values from sI = (1.2, 1.5) and sT = (7.5, 12.5). We edit
the entire dataset and then train the scene for 2.5k iterations.
For GS training, we use L1 and LPIPS [24] losses. We train
our method for a maximum of 30k iterations. However, in
practice we stop training once the edit has converged. In
many cases, the optimal training length is a subjective de-
cision — a user may prefer more subtle or more extreme
edits that are best found at different stages of training. This
is shown in Figure 4.

4. Results

We conduct experiments on real scenes optimized using
gsplat in Nerfstudio [17]. We edit a variety of scenes that
vary in complexity: 360 scenes of environments, objects,
and faces. The camera poses were extracted using either
COLMAP [15] or through the PolyCam [13] app. The size
of each dataset ranges from 50-300 images.

Our qualitative results are shown in Figure 1 and Fig-
ure 3. For each edit, we show multiple views to illustrate
the 3D consistency. On the portrait capture in Figure 1, we
are able to perform the same edits as Instruct-NeRF2NeRF,
as well as new edits like ”turn him into a Lego Man.” In cer-
tain cases, the results look more 3D consistent and higher
quality, and we provide a comparison in Figure 5. How-
ever, the gaussian splatting representation makes it chal-
lenging to add entirely new geometry. These edits also
extend to subjects other than people, like changing a bear
statue into a real polar bear, panda, and grizzly bear (Fig-
ure 3, last row). We are able to edit large-scale scenes just
like Instruct-NeRF2NeRF [6], while maintaining the same
level of 3D consistency. Most importantly, we find that our
method outputs a reasonable result in around 13 min while
Instruct-NeRF2NeRF takes approximately 50 min on the
same scene.
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Figure 5: Comparison with Instruct-NeRF2NeRF: Our results are on par with Instruct-NeRF2NeRF.

5. Conclusion
In this paper, we have introduced Instruct-GS2GS, a

promising extension of Instruct-NeRF2NeRF, now enabling
real-time rendering and faster training times. Our method
allows for intuitive and simple 3D gaussian splatting edit-
ing using text instructions. Our method can take any pre-
computed 3D Gaussian Splatting scene and edit the scene
and maintain 3D-consistency. We have demonstrated a wide
variety of edits on environments, objects, and people.
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